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ABSTRACT
This study investigates communication dynamics within the popu-
lar multiplayer game Valorant, particularly focusing on the chal-
lenges posed by toxic conversations despite its potential for fos-
tering connections, especially during the pandemic when enter-
tainment serves as a form of leisure. To address this issue, we
propose a novel multi-task learning architecture that integrates
Bi-LSTM (Bidirectional Long-Short Term Memory network) and
BERT (Bidirectional Encoder Representations from Transformers)
models. This architecture was chosen for its superior performance
classification problem and a BERT pre-trained model which can
provide additional features as a backbone of the model.

Experimentally, our classifier achieves an accuracy of 91.81 per-
cent in toxicity prediction and 86.74 percent in emotion prediction,
shedding light on prevalent emotions such as anger and instances of
cyberbullying. The insights garnered from these results hold the po-
tential to cultivate healthier gaming communities. We introduce the
ChattyTicket API for chat text evaluation, alongside a web applica-
tion that has garnered positive user feedback, featuring its usability
and interactivity. Continuous revisions guided by constructive crit-
icism, are aimed at enhancing the platform and improving user
experience. These revisions address challenges such as discerning
sarcasm and fostering a more positive gaming environment.

KEYWORDS
Toxicity, emotion, Bi-LSTM, BERT backbone, toxicity classifica-
tion, emotion classification, multi-task learning architecture, deep
learning, game chat analysis

1 INTRODUCTION
Amidst the pandemic, individuals sought solace in their homes,
turning to various forms of entertainment, including video games,
which became a significant leisure activity, especially among the
youth. In a time marked by social isolation, multiplayer games
like Valorant emerged as a refuge, offering a platform for forging
connections, shared experiences, and camaraderie. The interac-
tive nature and immersive storytelling of these games not only
entertain but also serve as therapeutic outlets, contributing to their
widespread appeal as means of social interaction during the pan-
demic [11, 12, 19].

Valorant, a prominent first-person shooter game, gained traction
during this period, emphasizing the crucial role of effective commu-
nication in its team-based gameplay. While features like text and
voice chat enrich the gaming experience by facilitating strategic

collaboration, the competitive and anonymous nature of these plat-
forms often leads to toxic interactions among players. This toxicity,
characterized by verbal abuse, harassment, and bullying, has been
pervasive, affecting not only the gaming experience but also the
mental well-being of players [1, 10, 14, 22, 26].

Communication in chat, whether through text or voice, often
carries with it a range of emotions. In competitive games like Valo-
rant, players frequently express their reactions to their teammates,
which can manifest as anger, sadness, happiness, disgust, or fear,
depending on the circumstances. These reactions can significantly
impact the outcome of the game, either positively or negatively as
they can influence the emotional state of others. As Davidson et al
(1994) [6] noted, universal emotions are characterized by distinct
signals, physiologies, and timelines, with variations in onset, dura-
tion, and decline. Typically, emotions do not endure beyond an hour,
and if they persist for an extended period without interruption, they
are more likely to be classified as a mood [6]. This understanding
allows researchers to examine the emotional content of text and its
effect on gameplay, providing insights into player experience.

The prevalence of gaming toxicity has spurred researchers to ex-
plore deep learning algorithms, such as Bi-LSTM, for analyzing the
emotional and toxic content of in-game chat. Studies have shown
promising results, with algorithms like Bi-LSTM demonstrating
high accuracy in detecting abusive or toxic language having a high
classification accuracy compared to other existing cyberbullying
detection algorithms. Bi-LSTM is to detect abusive or toxic content
in any messaging application. [18] By employing multi-task learn-
ing architectures, researchers aim to further enhance performance
and provide developers and community managers with effective
tools to identify and mitigate toxic behavior within online gaming
communities.

This study employs the Bi-LSTM deep learning algorithm to
classify emotion and toxicity in Valorant text chat, aiming to en-
hance the gaming experience for all players. The research focuses
on developing web applications to gather data, aiming to improve
the online gaming experience by identifying emotions and tackling
toxic behavior in text chat. It introduces ChattyTicket, a system that
utilizes a Bi-LSTM algorithm for classifying emotion and toxicity
in Valorant chats, aiming to improve the gaming experience.

The research targets players within the South-East Asia server,
the desired population sample comprises one thousand Valorant
players from this region. The dataset gathered only comprises of
Valorant text chat logs, it excludes communication forms beyond
text chat like voice chat and external messaging platforms.
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The study’s findings are anticipated to benefit the Valorant com-
munity by offering insights into common toxic language and preva-
lent emotions during gameplay. Additionally, developers can utilize
the data to refine in-game censorship mechanisms and possibly
initiate warning and banning systems to filter out the players who
are toxic. Future researchers can explore alternative algorithms for
improved accuracy in toxicity detection and emotion classification.
Leveraging the Bi-LSTM algorithm, developers can create practical
applications for monitoring and managing in-game communication,
enhancing player experience, and promoting a healthier gaming
community.

2 RELATEDWORKS
Online gaming has witnessed a surge in popularity during the
pandemic, facilitating interactions and shared experiences among
millions worldwide. However, this rise has coincided with an in-
crease in toxic behavior, including harassment and hate speech,
posing challenges to players’ mental well-being [4]. Shen et al.
(2020) suggest that toxic behavior in online games is often ratio-
nalized and perpetuated by players, with exposure in prior games
increasing the likelihood of future toxic acts, particularly among
experienced players [25]. Tyler (2020) notes that certain compet-
itive games like Counter-Strike: Global Offensive and League of
Legends are particularly prone to toxicity, with varying degrees of
enforcement and consequences for toxic behavior. To address this
issue, there is a need for effective toxicity detection models, such
as the one proposed by the researchers in this study [10, 20, 21].

Asgher et al. (2022) highlight the challenge of accurately analyz-
ing text emotions and propose a Deep Learning approach, specifi-
cally Bi-LSTM, for improved emotion detection. Their study focuses
on enhancing emotion classification accuracy, albeit with limita-
tions regarding word embedding and language scope [2]. Lee et al.
(2023) suggests the use of transformer transfer learning for emotion
annotation, offering a faster alternative to manual annotation, albeit
with potential limitations in capturing subtle social emotions [11].
Meanwhile, the researchers in this study adopt a Modified Discrete
Emotions model, adding a "neutral" category to Dr. Ekman’s well-
established model, which identifies six basic emotions [6]. This
model facilitates the categorization of sentiments and enhances
understanding of associated emotions, thereby providing insights
into the emotional states expressed in textual data."

Toxicity in online gaming can manifest in various forms, includ-
ing verbal toxicity, grieving behavior, and cheating. Dzigurski (2022)
further delineates sub-themes within these categories, underscoring
the multifaceted nature of toxic behavior in gaming environments
in his study of Toxicity in the game World of Tanks: A participant
observation ethnography, thematic analysis, content analysis and
autoethnography (Dissertation), this category can be seen on Ta-
ble 1 [8]. Understanding these nuances is crucial for developing
effective strategies to mitigate toxicity and foster a positive gaming
experience for all users [1, 8, 14]. Table 1 comprises themes and
sub-themes representing toxic behaviors observed in the game of
World of Tanks. These classifications were from battle chats and
were tallied across 120 games, totaling 383 occurrences across all
classified chats [8].

Table 1: Occurrence of themes/sub-themes in battle chats

No Theme/sub-theme Occurrence % No. of battles %
1 Gamesplaining 92 24 37 31
2 Ableism 89 23 53 44
3 Male preserve 60 15.7 36 30
4 Sarcasm 53 14 29 24
5 Positive 27 7 16 13.3
6 Blaming others 18 4.7 12 10
7 RNG complaints 13 3.4 4 3.3
8 Sexism 10 2.6 10 8.3
9 SPG complaints 5 1.3 2 1.7
10 MM complaints 5 1.3 5 4
11 Ageism 4 1 3 2.5
12 EBR complaints 3 0.8 1 0.8
13 Cyberbullying / / 3 2.5
14 Game complaints 2 0.5 2 1.7
15 Racism 1 0.26 1 0.8
16 Map Complaints 1 0.26 1 0.8

Figure 1: Vanilla Tree-like Architecture in with Sentiment,
Emotion, Target Detection

Multi-Task Learning (MTL) has emerged as a powerful approach
in machine learning, enabling the simultaneous training of multiple
tasks to capture generalized and complementary knowledge from
specific tasks [3]. Huang et al. (2022) used MTL in their study on
abuse and emotion classification, utilizing linguistic context and
pretrained language models like BERT to enhance the algorithm’s
representational capability. They employed different decoders and
a cross-attention component, achieving superior performance com-
pared to other methods [13].

Researchers often explore various architectures of MTL to op-
timize model performance. The focus of this study lies in Parallel
Architectures, particularly the Vanilla Tree-like Architecture and its
variants, which allow tasks to run in parallel, sharing certain layers
for efficiency [3]. Plaza-del-Arco et al. (2021) applied Tree-Like Ar-
chitecture with a Shared Bert Encoder in their study on hate speech
and offensive language recognition, leveraging transfer learning to
enhance model performance [7], their model architecture shown
on the Figure 1.



ChattyTicket: Classifying Emotion and Toxicity in Valorant Chats PCSC2024, May 2024, Laguna, Philippines

Moreover, Parallel Feature-fusion is another MTL architecture
that actively combines features from different tasks to create task-
specific representations [3]. While Supervision at Different Feature
Levels also shows promise, its applicability to this study may re-
quire further exploration. Overall, understanding and implement-
ing different MTL architectures offers researchers opportunities
to enhance model efficiency and performance across various NLP
tasks.

Cruz and Cheng’s (2022) research focus on advancing natural
language processing technology for Filipino speakers, with the aim
of developing resources and models for the Filipino language to en-
hance access to crucial services. By conducting a literature review,
they identify areas for improvement and suggest further research
directions, laying the groundwork for enhancing technology acces-
sibility among Filipino-speaking communities [5]. Similarly, Molina
et al. (2021) contribute to this goal by creating Tagalog language
models using multi-source data and the BERT pre-training tech-
nique, addressing challenges in developing language models for
resource-constrained languages [16].

Alampay et al. (2020) delve into the connection between cyberbul-
lying/cybervictimization and empathy among adolescent Filipinos,
underscoring the importance of understanding this relationship for
intervention and prevention programs [24]. Pujante (2021) investi-
gates the use and impacts of "trash talk" in gaming environments,
shedding light on social dynamics, and emphasizing the need for
promoting a positive gaming culture [17]. Ferrer et al. (2021) tackle
the identification of profanity in the Filipino language, aiming to
develop efficient methods for monitoring and controlling online
communication to foster a civil and safe online environment [9].

Ong’s (2022) project, together with collaborators, focuses on
building a context-aware digital lexicon for Tagalog and English
to address challenges in lacking local resources and continuously
updated datasets [21]. Sagum et al. (2019) contributes to this effort
by creating a Filipino WordNet using semi-supervised learning,
further enriching language resources for Tagalog. These studies
collectively contribute to advancing natural language processing
technology for Filipino languages and fostering a safer and more
inclusive online environment for Filipino speakers [23].

3 METHODOLOGIES
3.1 Equipment
This study utilized the following equipment: (1) personal computers
and (2) internet. The website served as the platform for generating
output, using Django to create the API connecting to the model
deployed on an AWS server. Next.js was utilized to develop the inter-
face featuring an input box for entering words/sentences, deployed
on a serverless instance of Vercel.

3.2 Data Collection
The aim of data collection was to acquire authentic text chat data
from the online game Valorant. Convenience sampling was em-
ployed, distributing the survey to public Facebook groups, Discord
servers, group chats, and other online communities frequented by
Valorant players aged 18 and above.

There was a total of 789 participants, all were asked to complete a
survey questionnaire detailing their Valorant gameplay experience,

including interactions within the in-game chat. This information
could be submitted by typing text into the provided input box or by
attaching screenshots of their game chat box. Only in-game chat
data was collected, excluding any other personal information like
their full name. The survey questionnaire was integrated into a
website developed by the researchers. Google Forms was also used
as an alternative way to collect data on gameplay experience and
text chat screenshots. Demographic information such as gender,
country, age, and in-game details such as rank were also collected
for further analysis. The dataset gathered consists of 4 columns:
username, text/chat, toxicity label and emotion label.

A post-evaluation survey, distributed through Microsoft Forms,
was sent to individuals who utilized the web application, inviting
them to share feedback on their experience with the website. This
feedback serves to guide future improvements to the application.
To protect sensitive information like unfiltered datasets containing
usernames, researchers pledged to delete screenshots and archive
the dataset post the removal of any identifiable participant details.
This archival and deletion process was implemented after the uti-
lization of data for training and result acquisition.

3.3 Data Processing
The course of the system’s data processing started in gathering the
data from the survey answered by the participants. The screenshots
of the in-game chat box were included, then extracted using OCR
and manual extraction. Take note that OCR was used just for ex-
traction and not included in the model made, and it does not affect
the performance of it. We excluded the number of games played
due to the absence of information given by the participants.

In the context of emotion classification for Valorant chats, Ek-
man’s renowned model was applied, which delineates six primary
emotions universally expressed and recognized across cultures:
happiness, sadness, anger, fear, surprise, and disgust [6]. In this
paper, a modified discrete emotion model was used, introducing
an additional category, "neutral," to account for instances where
game chats exhibit a lack of strong emotional intensity or are used
to express information to teammates.

The proponents utilized Dzigurski’s comprehensive classifica-
tion framework from 2022, which encompasses various toxic behav-
iors prevalent in Valorant chats, as referenced in Table 1. To simplify
the categorization process and enhance the coherence of the anal-
ysis, similar forms of toxicity were grouped as seen on Table 2.
Ableism, Male Preserve, Ageism, Racism, and Sexism were labeled
"Multiple Discrimination”. Toxicity related to in-game experiences,
including RNG Complaints, MM Complaints, EBR Complaints, Map
Complaints, and Game complaints, was placed within the category
of "Gameplay Experience Complaints”. Lastly, the “Gamesplaining"
category was created by merging instances from both Gamesplain-
ing and Blaming Others [1, 14]. The proponentsomitted the other
toxicity classifications as they were not relevant to the game under
study.

3.3.1 Data Labelling Validation. To ensure the accuracy and
reliability of emotion classification, the proponents engaged the ex-
pertise of a board-certified psychometrician. Collaborative consulta-
tions were conducted with the psychometrician for suiTable labels
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Table 2: Game Toxicity Classifications

Toxicity Combined Classifications
Sexism Multiple Discrimination
Ableism
Male Preserve
Ageism
Racism
RNG complaints Gameplay Experience Complaints
Map complaints
MM complaints
EBR complaints
Game complaints
Sarcasm Sarcasm
Cyberbullying Cyberbullying
Blaming others Blaming others
Gamesplaining Gamesplaining
Not Toxic Not Toxic

Figure 2: Emotion Distribution After Data Labelling

for the dataset, specifically utilizing Ekman’s six basic emotions
and a neutral category.

The labeled dataset then underwent rigorous validation process
in subsequent sessions with the psychometrician. The psychometri-
cian provided official endorsement by signing the validation form
and issuing a certificate upon successful validation. This action
affirmed the robustness of the emotion classification framework
employed in this study. After labelling the emotions and toxicity,
uneven distribution of them was discovered as shown on Figure 2.
This indicates augmentation of the dataset was required.

3.3.2 Data Augmentation. To address an unbalanced dataset
characterized by a low number of categories in emotion, proponents
employed oversampling techniques. This process aimed to augment
the representation of underrepresented categories, as illustrated in
Figure 2 of the emotion classification results. Oversampling was
applied to the toxicity class to achieve balance between the two
classes. Subsequently, undersampling was conducted on the toxicity
class to mitigate the disproportionately high number of non-toxic

Figure 3: Toxicity Distribution After Data Labelling

instances, as depicted in Figure 3. These efforts yielded a dataset
comprising 8,274 rows, up from the original 8,086.

3.3.3 Data Preparation. Preparing the chat data was the next
step, which utilized some of the NLP techniques including the
removal of duplicates and removing some of special characters
that might unrelated such as underscores, quotation marks, etc.,
however question mark and exclamation point was not removed
due to its context in the game like it can be a disbelief in the in-game
chat.

After the cleaning and augmenting, the dependent variables
such as the emotions and toxicities undergone one-hot encoded to
make categorical data possible to work with in the model. This one-
hot encoded makes the categories into a finite set of label values,
this consists of 1 and 0s, the position of 1 in the set determines
the category. Using the Scikit-learn library for one-hot encoding
facilitated the process, providing the flexibility to transform the
encoded data back to its categorical values when needed. The text
inputs were prepared for the model using the BERT Tokenizer.
The completed processed dataset was split into two parts: 80% for
training and 20% for testing.

3.4 Model Architecture
The model consists of 4 major layers, first was first input layer
which accepts the tokenize version of the chat data more specific is
the input ids, then the label data in a one-hot encoded version. The
second layer was the pre-trained BERT Layer, which is used for
feature extraction which gives additional feature as the backbone
of the model, receives data from input layer then produces a pooler
output that is used in the next layer, the Classifier layer. This was
split into two tasks connected by a trunk, the toxicity classifica-
tion and emotion classification, using Bi-LSTM as the classifier for
each task, this helps to retain information without duplicating the
context using its memory [15].

Lastly, the output layer or the dense layer that accepts an input
from the Bi-LSTM layers because there’s two task two output layer
was made, first was for emotion that have a unit of 6, second was for
toxicitywhich have a unit of 7. Both output layers have an activation
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Figure 4: Multitask Classification Model

function SoftMax. The optimizer used was Adam with a learning
rate of 1e-4 with a learning decay of 0.01. Then a categorical cross
entropy loss function for both toxicity and emotion were used as
par multiple categories was used. The metrics used were discussed
in Section 3.6.

3.4.1 Regularization Techniques. To prevent overfitting, themodel
employed dropout regularization with a rate of 0.6 up to 0.7. Ad-
ditionally, task specific L1 and L2 regularization were applied. For
the Emotion task, L1 and L2 coefficients were 0.0045 and 0.03 re-
spectively, while for the Toxicity task, they were 0.006 and 0.03.
These regularization techniques were calibrated manually during
experimentation to optimize performance.

3.4.2 Hyperparameters Tuning . The following hyperparameters
included: epoch which start from 30 until 20, then batch size from 32
to 70, also number of LSTM layers that have a value of 40 down from
50 after calibrations. Learning decay also applied which discussed
on Section 3.4. The hyperparameter tuning done was a manual trial
and error to find better results in the model. It was inefficient, due
to time constraint resorting to this method has been chosen.

3.5 Model Implementation
The model was implemented using the python libraries such as
keras for deep learning packages based on Tensorflow for the pre-
built layers for the model like the Bi-LSTM, Input and Dense Layer,
also the metrics is already built in because of Tensorflow, then
Scikit-learn for preprocessing and metrics computation of the data
like the one-hot encoder for the emotion and toxicity and the con-
fusion matrix. For the pre-trained BERT, transformers library from
HuggingFace was used, also includes the BERT tokenizer used
for the tokenization of the text. Two varieties of BERT were used:

BERT-base-uncased is for general use and BERT-base-multilingual-
cased for multi-language that can provide features from different
languages.

3.6 Model Evaluation and Validation
In the model evaluation and validation phase, our primary objec-
tive is to ensure the accuracy and reliability of our trained model.
Using manual analysis using metrics was used during experimenta-
tion, when found one of the metrics was low or indicate a possible
overfitting then adjusting of the hyperparameter was done, from
dropout, L1 and L2 regularization, batch size and number of LSTM
layers. This process somehow helps mitigate overfitting and pro-
vides a robust assessment of the model’s generalization ability. To
quantify the model’s performance, key metrics were used including
precision, recall, F1 score, and accuracy. These metrics collectively
offer insights into the model’s predictive capabilities, balancing
between correctness and completeness of predictions across the
different classes.

Moreover, visual aid such as confusion matrices to gain a deeper
understanding of the model’s performance characteristics, identify-
ing potential areas for improvement and assessing it discriminative
power effectively. Through these comprehensive evaluation strate-
gies, the aim is to ensure that our model not only learns accurately
but also generalizes well to unseen data, thereby enhancing its
utility and reliability in practical applications. After getting these
results, another model was created with different BERT, a BERT
with multilanguage capability.

4 RESULTS AND DISCUSSION
4.1 Model Performance
After conducting several experiments, the proponents compared
the performance of two models using different BERT variants, this
was shown on Table 3. The BERT Base model achieved an accuracy
of 86.74%, a recall of 82.23%, and a precision of 91.17%. Its AUC is
98.85%, and the F1-Score is 63.50%. The BERT Multilingual model
showed slightly better performance, with an accuracy of 87.70%, a
recall of 84%, and a precision of 91.23%. Its AUC is 98.67%, and the
F1-Score is 60.46%.

The model training several hyperparameters were used, but the
best hyperparameters that were found, also been used in the model
were 50 epochs, a batch size of 70, learning rate in Adam optimizer
of 0.0001, then a LSTM (Long Short-Term Memory) layer of 0.75,
also an L1 and L2 regularization was applied for both emotion and
toxicity tasks with a value of 0.0045 and 0.03.

The utilization of Bi-LSTM as the classifier, supported by BERT
fromTransformers, demonstrates strong performance in identifying
both toxicity and emotion especially the BERT Multilingual. How-
ever, toxicity exhibits superior performance compared to emotion.
This is attributed to certain words or sentences lacking sufficient
context to accurately determine the conveyed emotion; for instance,
"GG" may signify happiness or sadness depending on the in-game
situation. The performance disparity is evident in the confusion
matrices depicted in Figures 3 and 4, which illustrate the classi-
fier’s predictive capabilities across various categories. Furthermore,
the multitask architecture efficiently deployed yields dual outputs,
enhancing overall output efficiency.
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Table 3: Model’s Performance Score

Model BERT Task Accuracy % Recall% Precision% AUC% F1-Score
With Base Toxicity 91.81 90.38 92.90 99.6 81.28

Emotion 86.74 82.23 91.17 98.85 62.83
With Multilingual Toxicity 93.88 92.85 94.77 99.63 77.96

Emotion 87.70 84 91.23 98.67 60.46

Figure 5: Confusion Matrix Emotion Normalized

Two confusion matrices were created to demonstrate the model
with BERT Multilingual has capability in determining the toxicity
and emotion of the chat in each category. These matrices were
normalized for clarity and ease of interpretation. Figure 5 illustrates
the normalized confusionmatrix for emotion classification, depicted
as a heatmap, where brighter colors denote higher values and darker
colors indicate lower values. Figure 5 visually compares actual
predictions with predicted values for each emotion classification,
revealing successful identification rates. Specifically, the accuracy
rates are 77% for anger, 81% for disgust, 82% for happy, 75% for
neutral, 39% for sad, and 43% for surprise. However, 28% of instances
where actual sadness is present are misclassified as happy due to
the ambiguity of certain expressions like "GG", which could signify
happiness or sadness depending on the context.

Figure 6 illustrates the confusion matrix for toxicity classifica-
tion, presented as a heatmap. Brighter colors signify higher values,
while darker colors represent lower values. The toxicity classi-
fication demonstrates effective prediction of actual values, with
accuracy rates of 81% for blaming others, 88% for cyberbullying,
78% for gameplay experience complaints, 91% for gamesplaining,
82% for multiple discrimination, 60% for sarcasm, and 89% for not
toxic. However, it is worth noting that there is a 33% chance of
misclassifying actual non-toxic instances as sarcasm, likely due
to the nuanced nature of sarcasm detection and the contextual
complexity involved in distinguishing between genuine non-toxic
communication and sarcastic remarks. Overall, the model performs
well, achieving a high accuracy rate of 81.28% in predicting the
actual classification.

Figure 6: Confusion Matrix Toxicity Normalized

4.2 Evaluation Discussion
ChattyTicket’s evaluation reveals diverse user preferences and pos-
itive reception for its functionality, usability, performance, inter-
activity, and UI design. While most users are satisfied, valuable
feedback suggests enhancements for future versions, including im-
proved analytics display, more visual content, additional emotions
in the model, and enhanced accuracy.

5 CONCLUSION AND FUTUREWORKS
5.1 Conclusion
In summary, the multi-task learning architecture, which integrates
Bi-LSTM classifiers for toxicity and emotion with a BERT back-
bone, demonstrates significant effectiveness in predicting multiple
classes for both tasks. The model achieved an accuracy of 93.88% in
classifying toxicity and 87.7% in classifying emotion, highlighting
the refined performance of the model with bert base multilingual.
Despite accuracy improvements, challenges persist, particularly in
discerning sarcasmwithin the ’not toxic’ category due to contextual
nuances.
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Moreover, the development of an accessible API has facilitated
the evaluation of chat text for both emotion and toxicity, showcas-
ing accurate and efficient performance. The examination of datasets
underscores the prevalence of toxic chats in gaming environments
like Valorant, encompassing cyberbullying, sarcasm, and discrim-
ination. The evaluation of the web application revealed diverse
user preferences and garnered high praise for its utility, usability,
performance, and interactivity. Constructive criticism has guided
subsequent revisions, ensuring continuous enhancement to meet
customer expectations and elevate the overall user experience.

In conclusion, the multi-task learning architecture, in conjunc-
tion with an accessible API, demonstrates promising results in
predicting toxicity and emotion in chat text. The exploration of
diverse datasets and user feedback has provided valuable insights
into the prevalence of toxic behaviour in gaming environments
and the effectiveness of the web application in meeting user needs.
Constructive criticism has been instrumental in refining the plat-
form, ensuring its ongoing alignment with user expectations, and
enhancing the overall user experience.

5.2 Future Works
Future research should aim to focus on observing players during
Valorant gameplay to provide more accurate labeling and contex-
tualization of emotions, either through in-game observation or
post-game interviews. To achieve this, researchers are advised to
allocate at least a month or longer for data gathering, given the
typical game duration of around 45 minutes. Extending the data col-
lection period enables the accumulation of a more comprehensive
dataset. Furthermore, researchers should consider incorporating
additional classifiers such as Naïve Bayes or Logistic Regression
to compare with Bi-LSTM performance and explore alternative
architectures for multi-task learning beyond the Vanilla Tree-Like
Structure to assess potential performance improvements.
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