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ABSTRACT

This study presents an innovative and novel approach to section re-
trieval from the National Internal Revenue Code (NIRC) of the
Philippines, leveraging advanced Natural Language Processing
(NLP) techniques. The study shares the first documented dataset
on manually annotated questions from the NIRC bar exam review
materials, as well as a methodology for generating synthetic data
using instruction-tuned Large Language Models such as Mistral
7b. Utilizing text embedding models, the research also explores the
efficacy of preprocessing techniques, the impact of learning rates on
model performance, and the computational considerations of using
language models like Dense Passage Retrieval (DPR) and Jina Em-
beddings v2. The findings reveal that Jina Embeddings v2, trained
on the combination of the original and synthetic datasets, delivers
the highest accuracy, successfully retrieving a single relevant sec-
tion out of 311, 70.52% of the time. A web application (DAKILA) was
developed to house the system and serve as an interface between
the retrieval pipeline and the user. Feedback was collected from
students and practicing professionals from the fields of law and
accountancy using the System Usability Scale (SUS), demonstrating
strong user satisfaction and DAKILA’s potential as a legal research
tool.
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1 INTRODUCTION

Natural Language Processing (NLP), a subset of Artificial Intelli-
gence (Al) related to Machine Learning (ML) and Deep Learning
(DL), has made significant strides in multiple industries within the
last decade. Its impact on the legal sector is particularly notewor-
thy, offering innovative tools that serve both professionals and the
public. NLP-driven predictive models have been instrumental in
elevating the capabilities of legal practitioners, including lawyers
and researchers. These models enhance case analyses and support
the formulation of compelling legal arguments, marking a signifi-
cant leap forward in legal practice [1, 26]. Moreover, advancements
in automated summarization and question-answering technolo-
gies have dramatically improved the comprehension of complex
legal documents. These tools efficiently distill extensive, intricate
texts into manageable summaries, alleviating the burden of manual
analysis. Consequently, they significantly reduce the likelihood of
misinterpretation and variability in understanding, making legal
information more accessible and navigable [13, 20, 21].

In the Philippine legal domain, various NLP methodologies have
been applied, focusing on Supreme Court cases. One study pre-
dicted outcomes of criminal cases using text analysis with machine
learning techniques like random forest classifiers and support vec-
tor machines [25]. Another explored semantic analysis for retriev-
ing relevant case laws using Doc2Vec and cosine similarity mea-
sures [18]. Additionally, Juris2Vec, leveraging a mix of Word2Vec,
GloVe, and fastText, created domain-specific embeddings tailored
for Philippine legal texts, enhancing the precision and relevance of
legal research in the Philippines [14].

While advancements in NLP have notably improved legal anal-
ysis and document accessibility in the Philippines, a significant
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Figure 1: Main Process Flowchart

area for development remains in making statute laws more compre-
hensible to laypersons and more easily navigable for professionals.
Current efforts focus on analyzing Supreme Court decisions, but
there is a critical need for initiatives that simplify the statutory text
for non-specialists. Enhancing NLP applications to decode complex
legal terms into understandable language would not only empower
the public with better legal understanding but also aid legal experts
by facilitating faster access to essential statutory details. This high-
lights the importance of dedicated research towards creating tools
specifically designed for the intricacies of Philippine statute law,
aiming to eliminate the barrier posed by legal jargon.

This study aimed to pioneer a novel and credible section retrieval
NLP dataset based on the National Internal Revenue Code (NIRC)
as of 2023, also known as the Philippine Tax Code. The creation
of NLP datasets tailored to the Philippine legal context is vital for
capturing the unique linguistic nuances and sociocultural elements
that influence legal terminology in the country [1, 3, 13, 21]. By
aligning NLP resources with local contexts, this initiative aims to
mitigate ambiguities and bridge interpretative divides that often
arise when legal documents are analyzed from a purely foreign
standpoint [2]. This localized approach not only enhances the pre-
cision of legal NLP applications but also broadens their usability
and relevance across different cultural and legal frameworks. More-
over, this project sought to develop the accompanying NLP pipeline
for statute law section retrieval. Various models and techniques
were employed and evaluated within each task of the ensemble,
i.e., dataset generation and relevant section retrieval. Integrating it
into a web application, serving as the third objective of the study,
facilitated the collection of essential feedback from its targeted
primary users—Philippine professionals and students engaged with
the law—via a System Usability Scale (SUS) survey.

2 METHODOLOGY

The methodology for this project adopts a comprehensive strategy
to develop a robust section retrieval system for the NIRC. It starts
with the assembly of a detailed dataset comprised of questions de-
rived from the NIRC and corresponding relevant sections, done
through both manual curation and the generation of synthetic data
using advanced Large Language Models (LLMs) fine-tuned to follow
specific instructions. This dual approach ensures a rich and varied
corpus. The core of the system leverages text embedding models,
meticulously fine-tuned to grasp the subtleties of Philippine legal
texts, for the alignment of queries with pertinent sections. Subse-
quently, integration of the finalized system into a web application
and its beta testing provides insights as to how utilizing NLP to
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tackle the distinct challenges presented by legal documents can
create a retrieval system that excels in accuracy, computational
efficiency, and usability.

2.1 Datasets

The dataset comprised three key components: (1) questions based
on the NIRC updated as of 2022, (2) relevant section number, and (3)
the text of that relevant section, ensuring each question is matched
to only one relevant section.

2.1.1  Manual Annotation for Original Dataset. The original dataset
drew its content from reputable Philippine bar exam review materi-
als from 1994 to 2022. Each item was thoroughly checked against the
NIRC for validity. To address limitations in quantity and enhance
the dataset’s quality, strategies such as negation and paraphras-
ing were employed, enriching the dataset while mitigating any
potential biases [2]. Furthermore, to maintain a focus on the uni-
versal applicability, specific names in situational questions were
substituted with generic identifiers.

2.1.2  Large Language Models for Generation of Synthetic Dataset.
In the interest of further expanding the dataset to encourage di-
versity and better representation of the NIRC, the utilization of
Large Language Models (LLMs) to generate a synthetic dataset was
explored. The comparison of model capabilities and constraints
shown in Table 1 informed the selection process. The Mistral-7B-
Instruct-v0.2 model [7], referred to as Mistral, was chosen for its
high performance on the MT-bench [26] and MMLU benchmark [6],
indicating strong capabilities in multilingual translation and un-
derstanding across a range of subjects—key qualities for creating a
diverse legal dataset.

Additional models within the computational scope were Llama-
7-2b-chat [23] and Zephyr-7b-beta [24], both compatible with the
hardware limits of Google Colab’s A100 GPU with 40 GB of VRAM.
Zephyr is trained on the Mistral 7B model, ensuring a high level of
performance similar to Mistral. Despite their potential, Mistral’s
top-tier performance on benchmarks central to the project’s goals
ultimately solidified its selection. In contrast, the larger SOLAR-
10.7B-Instruct-v1.0 model [9] was not considered further due to
exceeding the hardware’s computational capabilities. Thus, Mistral
was chosen, balancing advanced language generation with the
available resources to effectively enhance the dataset with synthetic
legal text.

The synthetic dataset generation process harnessed the instruction-
tuning capability of the Mistral model. Each section of the NIRC
was inputted into the model sequentially, with a directive to craft
five distinct questions based on the content of the section, along
with corresponding answers. Additional instructions were given
to prevent leakage of section numbers into the questions and to
format the output as "Q: [Question] A: [Answer]". This structured
prompt was crucial for the model to generate the desired output.
Post-generation, regular expressions (RegEx) were employed to
meticulously extract the data and store it in a CSV file. This stream-
lines the process of dataset creation and ensures ease of integration
into the retrieval system. Fifty randomly sampled entries were sent
to a lawyer who deemed it to be an adequate reflection of the NIRC.
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Table 1: Open-source Large Language Model Comparison for Dataset Generation

Model

No. of Parameters

MT Bench MMLU

Llama-2-7b-chat
Mistral-7B-Instruct-v0.2
Zephyr-7b-beta
SOLAR-10.7B-Instruct-v1.0

6.74B 6.27 45.80
7.24B 7.60 60.80
7.24B 7.20 52.70
10.70B 7.58 66.20

2.1.3 Dataset Splitting. The project created six distinct sets—three
for training and three for testing. The original dataset underwent
a stratified train-test split. A parallel process was applied to the
synthetic dataset. The last pair of datasets involved combining the
original and synthetic datasets prior to the stratified train-test split.
Impacts of the LLM-fabricated data inclusion, and the placement
of relevant section redistribution within the dataset preparation
pipeline, were assessed.

2.2 Section Retrieval Models

The methodology for section retrieval from the NIRC considered
several leading embedding models as shown in Table 2, evaluating
them on key aspects such as sequence length handling, performance
on benchmarks, and accessibility. BERT [4] set a foundational stan-
dard for deep bidirectional representation, while SBERT [19] refined
this for sentence-level embeddings, and DPR [8] focused on dense
passage retrieval. Despite their advancements, these models are
constrained by a token limit of 512, which is insufficient for the de-
tailed sections of the NIRC. Cohere AI’s cohere-embed-english-v3.0
model and OpenAT’s text-embedding offerings were also reviewed.
They exhibit an ability to handle longer contexts, a necessity for the
intricate legislative text. However, their proprietary and paywalled
API-only nature limits their practicality for extended use, especially
considering the potential scale of section retrieval tasks for the
NIRC.

The jina-embeddings-v2-base-en model (herein referred to as
Jina V2) emerges as a strong contender, primarily due to its impres-
sive token limit of 8192 [5]. This is particularly relevant given the
dense nature of legal documents; for instance, the longest section
of the NIRC comprises 6390 words, resulting in 8060 tokens upon
processing, as shown in Table 3.

In addition to Jina V2, the Dense Passage Retrieval (DPR) model
was also considered for the premise of its specialization in retrieving
long passages given short queries. For sections that exceeded its
token limit of 512, a chunking approach was employed, dividing the
text into overlapping chunks to maintain context continuity. These
chunks were individually processed through DPR, and the resultant
embeddings were aggregated to compute a representative mean for
the entire section. For DPR, embeddings are derived from a small
number of questions and passages using a dual-encoder framework,
utilizing separate BERT-based models for processing both queries
and context. This technique balances the model’s token constraints
with the need to preserve the depth and meaning of the legal text,
making DPR a valuable addition to the testing framework.

The decision to explore BERT and its derivatives for section
retrieval within the NIRC was informed by their notable success in

legal AI competitions such as the Competition on Legal Informa-
tion Extraction/Entailment (COLIEE) [10, 15-17] and Automated
Legal Question Answering Competition (ALQAC) [22], as well as
research findings outside of these competitions [3]. These sources
collectively underscore the utility of BERT-based models in parsing
and understanding complex legal texts, a capability that aligns with
the project’s objectives. Moreover, recognizing that the legal Al field
may not fully leverage the latest NLP and deep learning advance-
ments, there was a deliberate effort to integrate more recent NLP
technologies. This approach aims to harness underutilized deep
learning advancements, potentially enhancing the performance and
sophistication of legal document analysis beyond current legal Al
applications.

Moreover, Jina V2’s architecture, which includes mechanisms
such as Attention with Linear Biases and Gated Linear Units, pro-
vides a robust framework for the nuances of legislative language
processing. The pre-training on the "Colossal Cleaned Common
Crawl (C4)" dataset and further fine-tuning ensures that the model
is well-adjusted to English, suitable for the language of the NIRC.
The model’s capabilities are further validated by its performance
on benchmarks like MTEB and LoCo, indicating significantly high
results in embedding-related tasks, including long-context docu-
ment handling. The high scores suggest that Jina V2 can create
embeddings that capture deep semantic meanings, essential for
accurately matching queries to the relevant sections of the NIRC.

The MTEB (Massive Text Embedding Benchmark) [12] is a mul-
tifaceted benchmarking suite that specifically gauges the perfor-
mance of text embedding models on a variety of retrieval-related
tasks. It encompasses a broad spectrum of challenges, including doc-
ument retrieval, question answering, and semantic search, among
others. The aim is to measure how effectively a model can under-
stand and match query intent with relevant text content from a large
dataset, a crucial capability for information retrieval applications.

The LoCo (Long Context) benchmark complements this by test-
ing a model’s proficiency in managing and interpreting lengthy
text inputs. It is especially pertinent for evaluating a model’s per-
formance on extended passages, which is a common characteristic
of legal documents like the NIRC. LoCo assesses whether a model
can maintain its performance when dealing with long sequences,
which is essential for the retrieval of comprehensive sections that
contain the nuanced information required to accurately respond to
complex queries.

In selecting the Jina V2 model for section retrieval within the
NIRC, MTEB’s focus on retrieval-related tasks and LoCo’s focus
on tasks for longer contexts provide a strong foundation for its
appropriateness. These ensure that Jina V2 not only performs well
in general language tasks but also excels in the specific domain of
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Table 2: Embedding Model Comparison for Section Retrieval

Model Sequence Length MTEB LoCo Deployment
bert-base-uncased 512 - - Local
all-mpnet-base-v2 512 - - Local
dpr-single-nq-base 512 - - Local
Cohere embed-english-v3.0 512 64.47  66.60 APIonly
jina-embeddings-v2-base-en 8192 60.39  85.45 Local
text-embedding-3-small 8191 62.26 82.40 APIonly
text-embedding-ada-002 8191 60.99 5270 APIonly

Table 3: Summary of NIRC Longest Section Lengths

Section Number of Jina V2 Re]rseiier
Number Words Tokens
Tokens
34 6390 8060 8932
148 3070 4437 4851
144 2489 3286 3699
288 2199 3089 3466
22 2051 2684 2959

long context retrieval, which is central to the project’s objectives.
The model’s high scores in these benchmarks signify its capability
to create precise embeddings that facilitate the accurate matching
of queries to relevant sections of the text, validating its use for this
research.

Training and testing of the models were conducted with distinct
approaches for each phase. Training was performed on the differ-
ent datasets, with the model encoding question-relevant section
pairs. The loss was calculated based on one minus the cosine simi-
larity between the embeddings, aiming to minimize the distance
between semantically related question and section embeddings. For
the testing phase, a retrieval task approach was adopted where
section text embeddings were pre-computed, and each question
was dynamically encoded. The cosine similarity between the ques-
tion embedding and all section embeddings was calculated to rank
the sections according to relevance; whether the correct relevant
section was the top-ranked by the model or not was the basis for
calculating the accuracy. This process was facilitated using Google
Colab and a V100 GPU to leverage high computational power. The
training process was iteratively evaluated over various learning
rates with three epochs each to identify the optimal model configu-
ration. Memory constraints necessitated the use of smaller batch
sizes, coupled with gradient accumulation techniques, to achieve
an effective batch size of 40, which was determined to be ideal
for stability [11]. Optimization was carried out using the AdamW
optimizer, ensuring efficient training dynamics.

2.3 Deployment

2.3.1 Web Development. The development of the DAKILA web
application encapsulates a comprehensive user journey, starting
from a straightforward search page facilitated by a navigation bar
for easy access to various sections like Search, About Us, and the

Tax Code. Even before receiving a query, upon setting up the server,
the fine-tuned section retrieval model is pre-loaded, along with
its tokenizer and pre-computed NIRC embeddings. Upon receiv-
ing a query, the DAKILA algorithm initiates a step-by-step process:
first, it encodes this query using the tokenizer and fine-tuned model.
Next, it calculates cosine similarity scores between the query embed-
ding and all NIRC section embeddings, ranking them accordingly.
The top relevant sections, up to a user-specified number ’'n’ (default-
ing to 5), are then displayed to the user. This system, developed with
Flask and utilizing pre-computed embeddings, ensures efficient and
consistent retrieval of legal sections. This architecture ensures that
user inputs are precisely processed, returning the most relevant
legal sections, thereby showcasing the potential of advanced NLP
techniques in making legal information more accessible and navi-
gable not only for professionals in law and accountancy but also
for the average layperson.

2.3.2  System Usability Scale Survey. Deployment of the DAKILA
web application was conducted, with user testing providing practi-
cal insights about its functionality and user interface. Volunteers
from law and accountancy fields interacted with the application.
Their experiences were quantitatively measured through the Sys-
tem Usability Scale (SUS) survey accompanied by an additional
Likert scale question inquiring about the perceived quality of its
section retrieval output. The questions asks if the user prefers DAK-
ILA over existing legal research tools, such as Google, CD Asia,
and LawPhil, when navigating the NIRC. Through the SUS survey,
we aim to evaluate the DAKILA web application’s ease of use, ef-
ficiency, and overall satisfaction in comparison to existing legal
research platforms. Overall, the survey seeks to understand the
application’s effectiveness in streamlining the search and retrieval
process for tax laws, focusing on user-friendly navigation and the
practical utility of the tool. Additionally, it will help highlight areas
for improvement, ensuring that DAKILA meets the evolving needs
of legal professionals and students by providing a more intuitive
and resourceful alternative to traditional legal research methods.

3 RESULTS AND DISCUSSION

This section details experimentation results leading up to the de-
termination of the best NLP pipeline for the purposes of this study.
The Jina-V2 model trained on the training dataset combined prior
to the stratified train-test split, at a learning rate of 1e-06 yielded
the highest test accuracy score.
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Table 4: Dataset Samples

Relevant Dataset Query
Section
Number
259 Original Do you need a license to collect foreign payments?
172 Original Is there a time limit on how long a package can be detained by a revenue officer without legal proceedings?
107 Original Is an importer of flowers from abroad in 2011 liable for VAT?
60 Original What are the various trusts subject to income tax?
24 Original Is the 6% final tax rate imposed on all sales of real property classified as capital assets?
151 Synthetic ~ What is the definition of ’gross output’ in the context of mineral taxation according to the Philippine Tax
Code?
147 Synthetic ~ What are "heated tobacco products’ and how are they different from ’vapor products’ as defined in this tax
code?
183 Synthetic =~ What is the stamp tax for a life insurance policy with a coverage of PHP 1.2 million?
139 Synthetic ~ What happens to fermented liquor that is unfit for consumption due to damage?
283 Synthetic ~ How much of the excess collections from certain national taxes are distributed to local governments and
how much is kept by the National Government?
Table 5: Summary of Datasets
60 + Original * Synthetic Average Training Time
" ' Dataset Training Testing ge raming
@ 50 (min)
8 90% 10%  DPR Jina V2
£
5 Original 918 102 3.10 443
g% Synthetic 1333 149 213 6.42
€ 20 : " Combined 2251 2512 5.18 10.87
>
§ - . 8 This is comprised of 97 entries from the original dataset

350

NIRC Section Numbers

Figure 2: Relevant NIRC Section Distribution in the Original
and Synthetic Datasets

3.1 Datasets

The original dataset’s composition hinged on the availability of bar
exam reviewers. Figure 2 presents the original dataset’s skewed
distribution of the NIRC sections, highlighting areas deemed cru-
cial for legal practice. This skew may align with common search
queries but does not fully reflect the breadth of the NIRC. To ad-
dress potential gaps in coverage, the Mistral 7B-generated dataset
aimed to create a balanced representation, with a law professional
confirming the synthetic dataset’s quality. Table 4 shows samples
from both datasets.

The combined datasets, inclusive of both original and syntheti-
cally generated data, were foundational to the superior performance
of the Jina V2 model, despite the extended training time required as
seen in Tables 5 and 7. A strategic approach to combining the two
datasets and partitioning with stratification for training and testing
purposes contributed to a modest yet noteworthy improvement in

and 154 from the synthetic dataset.

model accuracy. This performance uptick underscores the value of
a more diverse and representative dataset that ensures entries from
each NIRC section.

3.2 Section Retrieval Models

3.2.1 Training. In determining the best preprocessing techniques
for both DPR and Jina V2 models, various methods were scrutinized
individually for their impact on accuracy using the combined test
set. For the DPR model, lowercasing, removal of footnotes, removal
of special characters, and lemmatization emerged as beneficial,
leading to improvements in accuracy. Contrastingly, the Jina V2
model performed optimally without any preprocessing. With these
insights, the training and testing pipelines for each model were
implemented accordingly. Experimentation with data partitioning
showed that a 90:10 train-test split was optimal for the project
needs.

Figure 3 showcases a plot of learning rate versus accuracy across
three epochs for Jina V2 on the combined dataset, revealing that a
learning rate of 1e-06 was optimal, with higher epochs generally
leading to reduced accuracy except at very slow learning rates.
DPR and Jina V2 trained on the other variations of the dataset
showed their peaks at different learning rates, which are shown
in Tables 6 and 7, however, the observed decline in accuracy with
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an increase in the number of epochs ultimately holds true. The de-
crease in accuracy with additional epochs suggests that the models’
pre-existing language comprehension could be compromised by
excessive fine-tuning, leading to overfitting.

To preserve the innate capabilities of the models and optimize
accuracy, the final training iterations were conducted for a single
epoch, without a validation set, thereby utilizing the full scope of
the training data. Typically, a validation set is utilized between
epochs during model training to monitor and adjust the model’s
performance on data not seen during training. This intermediate
evaluation helps in fine-tuning model parameters and preventing
overfitting, ensuring the model generalizes well to new data. Given
that training for a single epoch yielded the best results, the deci-
sion to bypass the validation set was made, eliminating the need
for validation steps between epochs. This approach streamlined
the training process, focusing on maximizing the efficiency and
accuracy of the model.

3.2.2 Testing. For testing of the models fine-tuned on the com-
bined training dataset, the combined testing dataset questions were
first labeled as being either from the original or synthetic dataset
and sorted accordingly. However, for testing the models fine-tuned
on both the original and synthetic training datasets, the original and
synthetic testing datasets were merged for the combined testing
dataset. This was to ensure no overlap between the training and
testing datasets.

Table 6 surmises that the DPR model attained its highest test
accuracy of 34.02% when trained on the combined training dataset
with a learning rate of 6e-07. This is significantly surpassed by Jina
V2’s performance shown in Table 7, regardless of the testing dataset,
when fine-tuned on the combined training dataset, sporting the best
test accuracy scores of 63.92% on the original testing dataset, 74.68%
on the synthetic testing dataset, and 70.52% on the combined testing
dataset. This suggests a heightened model performance with the
integration of the synthetic dataset. This substantial difference jus-
tifies the tradeoff in choosing the latter as the final section retrieval
model despite its longer testing times documented in Figure 4.

Roque et al.
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Figure 5: DAKILA Web Application

3.3 Deployment

3.3.1 Comparison to Existing Resources. The comparison be-
tween DAKILA and existing legal resources for statute law in the
Philippines underscored DAKILA’s advanced capabilities. Other re-
sources often lacked the contextual understanding DAKILA offered,
relying on word frequencies and direct string matches that could
miss relevant information or introduce irrelevant results due to
their inability to interpret the nuances of legal queries. DAKILA’s
semantic search, coupled with features like a higher character limit
for queries and direct navigation to pertinent NIRC sections, ad-
dressed these drawbacks effectively. This not only improved the
precision of search results but also enhanced user experience by
streamlining access to specific legal information.

3.3.2  System Usability Scale Survey. The System Usability Scale
(SUS) employed in evaluating DAKILA utilized a 5-scale rating,
where participants rated their agreement with a series of statements.
Positive statements were assigned to odd-numbered questions, with
5 indicating strong agreement, reflective of a favorable view. Con-
versely, even-numbered questions were framed negatively, where a
score of 1 represented the best outcome, indicating a lack of issues
or challenges. This dual-phrased approach provided a balanced
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Table 6: Test Accuracy Scores for DPR Fine-tuning

Testing Dataset
Learning Rate  Training Dataset Original =~ Synthetic =~ Combined
3e-06 Original 30.39% 20.81% 24.70%
1le-06 Synthetic 28.43% 23.49% 25.50%
6e-07 Combined 34.02% 20.13% 25.50%
Untrained 22.55% 21.48% 20.72%

Table 7: Test Accuracy Scores for Jina V2 Fine-tuning

Testing Dataset
Learning Rate  Training Dataset Original  Synthetic Combined
3e-06 Original 59.80% 59.06% 59.36%
7e-06 Synthetic 54.90% 59.06% 57.37%
le-06 Combined 63.92% 74.68% 70.52%
Untrained 51.96% 57.72% 55.38%

Table 8: SUS Survey Results

PCSC2024, May 2024, Laguna, Philippines

No. SUS Questions Mean SD
1 Ithink that I would like to use this system frequently. 457  0.56
2 Ifound the system unnecessarily complex. 1.90 1.22
3 Ithought the system was easy to use. 470  0.64
4 Ithink that I would need the support of a technical person to be able to use this system.  1.47  0.72
5  Ifound the various functions in this system were well integrated. 467 054
6  Ithought there was too much inconsistency in this system. 1.60  0.66
7  Iwould imagine that most people would learn to use this system very quickly. 473  0.51
8  Ifound the system very cumbersome to use. 1.80  1.19
9  Ifelt very confident using the system. 463  0.55
10  Ineeded to learn a lot of things before I could get going with this system. 1.83  1.04

measure of the system’s usability from the perspectives of ease
of use and potential frustrations. The survey results for DAKILA,
as shown in Table 8, demonstrated strong user satisfaction across
diverse demographics. Participants ranged from under 20 to over
60 years old, with the largest group being those between 21-29
years old. The professional background of respondents spanned
law and accountancy, including both students, and practicing pro-
fessionals. High SUS scores across all age and professional cate-
gories emphasized the system’s ease of use and functionality. This
broad approval showcases DAKILA’s potential as a specialized tool
for legal research, offering a user-centric alternative to traditional
resources.

4 CONCLUSION AND RECOMMENDATIONS

The investigation into the section retrieval of the NIRC culminated
a deeper understanding of the interplay between dataset quality and
model training. The uptick in performance upon the introduction
of the LLM-generated synthetic dataset offered a more diverse and
representative dataset compared to the original, which sported a
skewed section distribution. The study also confirmed a heightened

effectiveness of section retrieval with slower learning rates and
less training epochs to avoid diminishing the embedding model’s
pre-existing language comprehension due to detrimental overfit-
ting because of excessive fine-tuning. Amidst the evaluation of
multiple models Jina V2 outputted the highest test accuracy scores,
showecasing the capabilities of advanced language models without
the need for pre-processing steps. Overall, the relationship between
careful dataset construction and targeted model training strategies
for improved legal search tools is essential.

Future developments of NLP-driven Philippine statute law re-
trieval systems should explore appropriate annotations, method-
ologies, and metrics in dealing with queries with multiple relevant
sections. Although positive datasets are more common, such as
what was practiced in this study, incorporation of negative datasets
in training may provide more valuable insights into semantic rele-
vance. With the recent exponential rise in caliber and quantity of
released LLMs arises the opportunity to expound on the effective-
ness of automated dataset generation to alleviate the heavy manual
labor of dataset creation and annotation while only minimally com-
promising quality. This addition to the ensemble should be tested
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across a multitude of legal documents in varying sizes and domains.
Finally, reranking methods should be explored to further refine the
ensemble and improve its accuracy.
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