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ABSTRACT
Natural language understanding transforms an unstructured text
into a structured semantic representation through intent detection
(ID) and slot filling (SF). Research shows that jointly performing the
two tasks results in better performance due to the interdependencies
between intent classes and slot labels. The current state-of-the-art
joint ID and SF models are based on the pre-trained language model
BERT. This raises the question of how large-scale pre-trained lan-
guage models (LLMs) would perform on the joint task. LLMs are
reported to achieve competitive performance in zero-shot prompt-
ing, and better in few-shot prompting. In this paper, we report our
evaluation of ChatGPT’s performance on the joint ID and SF task
under zero-shot and different few-shot (i.e., 1-shot, 5-shot, 10-shot,
20-shot, 30-shot) prompt settings. Results showed that ChatGPT’s
performance generally improves when given more examples in
the prompt. However, its performance lags behind other LLMs and
SOTA joint models. It also has the tendency to exhibit unexpected
behaviors such as generating unknown outputs, outputting incor-
rect number of slot labels, and annotating a different utterance from
what was provided. These unexpected behaviors were observed
more frequently when sending longer prompts, demonstrating the
effect of prompt length to ChatGPT’s performance.

KEYWORDS
joint intent detection and slot filling, large language models, Chat-
GPT, zero-shot prompting, few-shot prompting

1 INTRODUCTION
Natural language understanding (NLU) is the key component in a
conversational agent architecture that transforms an unstructured
input in human language into a structured semantic representation
that can be processed by a machine [14]. It performs two important
tasks: intent detection and slot filling [31]. Intent detection (ID)
is a classification task that maps an utterance to a finite set of
intent classes that signifies the intention or goal of that particular
utterance. Slot filling (SF) is a sequence labeling task that attaches
labels to the sequence of tokens in an utterance. Traditionally, these
two tasks were treated independently and performed sequentially.
However, it was discovered that the intent class and slot labels of
an utterance have interdependencies that, when modelled together,
can result in better performance [31]. This led research work that
investigates the creation of joint ID and SF models to perform the
two tasks simultaneously, leading to better performance compared
to the traditional independent models.

The earliest approach to joint ID and SF models utilized statisti-
cal methods such as conditional random fields and hidden Markov
models [2, 11]. These models outperformed the independent ID and

SF models. With the emergence of deep learning, neural network
architectures, such as convolutional neural networks (CNN) and
recurrent neural networks (RNN), were applied to solve the joint
task [15, 32]. In 2017, the transformer neural network architec-
ture was introduced and became the building block of large-scale
language models that can understand and generate human lan-
guage [16, 28]. Bidirectional Encoder Representations from Trans-
formers (BERT) is a transformer-based language model that pro-
duced state-of-the-art (SOTA) results in various natural language
processing (NLP) tasks upon its release [6]. This prompted the im-
plementation of BERT-based joint ID and SFmodels which currently
exhibit SOTA performance on the joint task [27].

Recently, ChatGPT which is a conversational LLM fine-tuned
from the generative pre-trained transformer (GPT) 3.5, has shown
strong performance on various NLP tasks [25], including zero-shot
performance on the joint ID and SF task [21]. A detailed analysis of
the results revealed that ChatGPT performs relatively well in ID but
poorly in SF. The authors experimented with adding slot descrip-
tions and examples in the prompts and found these to improve the
performance of ChatGPT in the SF task for the benchmark SNIPS
NLU dataset [5]. However, the details of the experiment, such as
the number of examples provided, were not documented.

In this paper, we report our systematic evaluation of ChatGPT’s
performance on the joint ID and SF task across zero-shot and differ-
ent few-shot prompt settings for the Airline Travel Information Sys-
tem (ATIS) dataset, which is another widely used NLU benchmark
dataset [21]. Results showed that ChatGPT’s performance generally
improves when given more examples in the prompt. However, its
performance lags behind other LLMs and SOTA joint models. It
also has a tendency to exhibit unexpected behaviors such as gener-
ating unknown outputs, outputting incorrect number of slot labels,
and annotating a different utterance from what was provided. Our
methodology and findings can serve as a reference for future works
that intend to evaluate ChatGPT’s performance on NLU tasks with
varying prompt settings.

2 RELATEDWORKS
In this section, we provide a review of early works and recent
approaches in joint intent detection and slot filling, including the
use of large language models.

2.1 Early Approaches in Joint ID and SF
The earliest work on the joint ID and SF task devised triangular-
chain conditional random fields (TriCRFs) that jointly represent the
ID and SF in a single graphical model, thereby naturally capturing
the relationship between intent classes and slot labels [11]. Their
proposed approach achieved higher F1-scores for both ID and SF
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over independent, cascaded, and reranked approaches. However,
this approach requires a large amount of labeled training data,
which is expensive to obtain [30]. Wang [30] showed that limited
training data degrades the joint model’s ID performance.

To address the problem of scarce labeled training data, Celiky-
ilmaz and Hakkani-Tur [2] proposed leveraging both labeled and
unlabeled data to jointly learn the intent classes and slot labels of
utterances. Their approach is a semi-supervised generative multi-
layer context model where an utterance is represented using hidden
Markov models. Prior knowledge extracted from unlabeled web
search queries are utilized to enhance the semantic component
extraction from utterances. With this, a higher ID accuracy com-
pared to the cascaded and TriCRFs approaches is achieved when
the amount of labeled training data is small (i.e., 25% of the train-
ing data). However, it underperformed in SF, measured using the
F1-score, compared to the two baseline approaches.

2.2 Deep Learning Models for Joint ID and SF
The emergence of deep learning prompted Xu and Sarikaya [32] to
apply the neural network architecture in performing the joint task.
They proposed a CNN-based TriCRFs model where features are
automatically extracted from the utterances by the convolutional
layers that are shared between the two tasks. The intent and slot
dependencies are jointly modeled using TriCRFs. The proposed
model outperformed the independent and TriCRFs approaches by
achieving a lower ID error rate and higher SF F1-score.

The strong sequence modeling performance of RNNs prompted
Liu and Lane [15] to use it for the joint ID and SF task in an encoder-
decoder architecture. A bidirectional RNN encoder is shared by two
unidirectional RNN decoders for ID and SF, respectively. Both RNNs
use the Long Short-TermMemory (LSTM) cell as the basic RNN unit
to model long-term dependencies. The proposed model achieved
lower ID error rate and higher SF F1-score compared to the previous
joint models (i.e., TriCRFs and CNN TriCRFs).

The deep learning-based models demonstrated strong perfor-
mance on the joint ID and SF task. However, these require a vast
amount of labeled training data which are time-consuming and
costly to obtain [27]. The scarcity of labeled data diminishes the
generalizability of these models. As an alternative, language models
pre-trained on a large corpora of unlabeled text were developed
to learn the linguistic patterns of a language [16]. Transformers
are used for their efficient parallel processing capability [29]. One
example is BERT, which has achieved SOTA performance in many
NLP tasks. Shafi and Chachoo [27] investigated how BERT can
improve the generalizability of the joint ID and SF model. They
proposed a multi-stage framework trained on BERT with a bidirec-
tional gated recurrent unit and self-attention mechanism as the ID
decoder and a capsule network as the SF decoder. Their proposed
model achieved a higher F1-score for both ID and SF compared to
existing SOTA approaches.

2.3 Large Language Models for Joint ID and SF
The transformer architecture, increased computational power, and
availability of vast datasets paved the way for large-scale language
models (LLM) [16]. LLMs are pre-trained with billions of model pa-
rameters and terabytes of data. Through their massive scale, LLMs

acquire emergent abilities that enable them to perform well in a
variety of NLP tasks, including arithmetic reasoning, logical rea-
soning, and question answering without being specifically trained
in these domains [3, 16].

ChatGPT is a conversational LLM fine-tuned from GPT 3.5 with
reinforcement learning from human feedback to generate human-
like responses to prompts [25]. With its demonstration of promising
performance in different NLP tasks, research interests in evaluating
the model’s performance in ID and SF tasks began to surface. Pan et
al. [21] conducted a preliminary study to evaluate ChatGPT’s zero-
shot performance on the joint ID and SF task. However, analysis of
their experiments revealed that one-shot prompting may have been
used instead based on the prompt template wherein one example
input-output pair was included to specify the output format. Results
showed that ChatGPT reached good ID accuracy but not at par with
other LLMs (i.e., GPT-3.5 text-davinci-003 version and Codex) and
the fine-tuned SOTA model (i.e., Co-Interactive Transformer). It
exhibited the lowest F1-score in SF compared to the other models.
The study also experimented with adding slot descriptions and
examples to the prompt which increased the SF performance. This
experiment was performed for the SNIPS NLU dataset [5].

3 TASK DESCRIPTION
In this section, we define the joint intent detection and slot filling
task. We also describe the ATIS dataset which was used in the
experiment. Prompt engineering is an important component in
instructing ChatGPT to perform the joint ID and SF task; we briefly
explain this component in relation to our requirements.

3.1 Joint Task
Intent detection is the task of identifying the main goal of a user
utterance [7]. It classifies a given utterance 𝑥 into one of the pre-
defined intent classes 𝑦𝑖 based on the feature/s extracted from the
utterance. Slot filling is the task of assigning semantic labels to
the words in a given utterance. Given an input word sequence
𝑥 = (𝑥1, ...., 𝑥𝑁 ), slot filling assigns each word a slot label 𝑦𝑠 =

(𝑦𝑠1, ...., 𝑦
𝑠
𝑁
) from a predefined list of slot labels. As a joint task,

the relationship between the intent class and slot labels in a given
utterance is modeled and used to inform the ID and SF tasks.

3.2 Dataset
The Airline Travel Information Systems (ATIS) dataset [21] is a
standardized dataset widely used for the joint ID and SF task. It
consists of 5,871 utterances in the air travel domain [10, 22]. The
dataset can be divided into 4,978 utterances for the training set and
893 utterances for the test set. It has 21 unique intent classes such
as airfare, flight, and ground service. It has 120 slot labels that can
be categorized into airline, airport, arrival date, departure date, city
name, and flight.

ATIS contains single-turn utterances associated with a single
intent in a single domain (i.e., air travel). Table 1 shows one train-
ing sample for a given utterance: “i want to fly from baltimore to
dallas round trip”. It has a single intent, identified as "atis_flight".
The slot labels follow the IOB tagging format where the “B” pre-
fix indicates the beginning of a slot, while the “I” prefix indicates
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the word inside or at the end of a slot [8]. The “O” label indi-
cates that a word does not correspond to any of the predefined
slot labels. In the given example, the word “baltimore” is labeled
as "B-fromloc.city_name" to indicate the source city, while the
word “dallas” is labeled as “B-toloc.city_name” to indicate the
destination city. The word “round” is labeled as “B-round_trip” as
it is the first part of the compound word "round trip" while “trip”
is labeled as “I-round_trip” because it is part of the previous slot
label. The other words in the given utterance are labeled as “O”
because they do not signify any of the predefined slot labels.

3.3 Prompt Engineering
Prompts are used to guide an LLM in generating a response or per-
forming a task [3]. Prompt engineering is the process of designing
and optimizing prompts to obtain the desired output or response [3].
To instruct ChatGPT to perform the joint ID and SF task, we utilized
zero-shot and few-shot prompting. In zero-shot prompting, an LLM
must answer a question it was not trained on without being given
any examples. Conversely, in few-shot prompting, examples are
included in the prompt to guide the LLM in generating the desired
response.

To automatically send queries to and receive responses from
ChatGPT, we used the Chat Completions endpoint provided by
OpenAI API [17]. The original prompt given to ChatGPT is shown
in Table 2. The general structure of the prompt is patterned after
the prompt formulated by Pan et al. [21] which consists of three
(3) sections: intent class constraints, slot label constraints, and
regulations. A persona or role (""You are a joint intent detection and
slot filling model.") and a brief task description ("You need to identify
the intent and slot labels of a given sentence.") were appended at the
start of the prompt as prescribed by OpenAI [18]. The list of intent
classes and slot labels, as provided in the ISEAR dataset, is shown
in Table 2; the list is redacted for brevity.

There are five (5) regulations specified in the prompt. The first
and second regulations inform ChatGPT to generate the correct
number of outputs. For ID, only one intent class is provided as each
utterance in the ATIS dataset only has a single intent. For SF, every
word in a sentence must be given a slot label using IOB tagging.
The third and fourth regulations restrict ChatGPT’s responses to
the predefined list of intent classes and slot labels provided in the
ATIS dataset. The fifth regulation instructs ChatGPT to generate the
output in JSON format for easier parsing of responses. An output
template is also provided for clarity.

4 METHOD
The performance of ChatGPT on the joint ID and SF task was
evaluated under zero-shot and few-shot prompt settings using the
ATIS dataset. For the few-shot prompting, five (5) experiments were
conducted to insert five (5) different numbers of examples (i.e., 1, 5,
10, 20, 30) to see how these affect ChatGPT’s performance on the
joint ID and SF task.

4.1 Dataset
Of the 4,978 utterances in the training set of ATIS, only the first
30 utterances were used as examples in the few-shot prompting
experiment. The entire test set (i.e., 893 utterances) was used to

evaluate the performance of ChatGPT in the joint task. ChatGPT
was instructed to only choose from the 21 intent classes and 120 slot
labels provided in the ATIS dataset for intent classification and slot
filling, respectively. The utterances, intent classes, and slot labels
from the ATIS dataset were used as is in the experiments.

4.2 Experiments
We performed the experiments using zero-shot prompting and few-
shot prompting by inserting five (5) different numbers of examples
(i.e., 1, 5, 10, 20, 30). Prompts are sent through the messages param-
eter of the OpenAI API call which takes an array of messages, each
represented as a JSON object with two keys: role and content [19].
An example of a message JSON object is {"role": "system", "content":
"You are a helpful assistant."}. The system role sets the behavior of
ChatGPT as a helpful assistant. Another example is {"role": "user",
"content": "Who won the world series in 2020?"}. In this example, the
user role signifies that the prompt is sent by the user, which must
be responded to by ChatGPT.

The Chat Completions endpoint was used to process the entire
test set of the ATIS dataset by ChatGPT. The model employed was
gpt-3.5-turbo-1106 as it was the latest free model that supported
the JSON mode [20]. The first message in the API call is a system
message where the prompt as described in Table 2 was specified.
For few-shot prompting, additional system messages were sent,
named "example_user” and “example_assistant”. These system
messages serve as “faked example messages” and are used to demon-
strate the desired output to ChatGPT; thus, these messages are not
part of a real conversation [26]. The final message in the API call is
a user message that specifies the actual utterance to be annotated by
ChatGPT. The response_format parameter was used to constrain the
model’s output to a JSON object. Only one utterance is processed
by ChatGPT per API call.

We then validated the output of ChatGPT for the six (6) prompt
settings by checking that each utterance has been annotated with
the correct number of intent classes and slot labels. To resolve any
resulting inconsistencies, the prompts were rerun and modified if
necessary. These are further discussed in Section 4.3.

4.3 Performance Evaluation
The performance of ChatGPT was evaluated using ID accuracy
and SF F1-score. Specifically, the span-based micro-averaged F1-
score was calculated for SF because it is the standard metric re-
ported in literature [31]. A span includes all words with the same
class of a slot label, regardless of their prefix. For example, the
labels B-airline_name and I-airline_name comprise a span of
class airline_name. The results were compared to the co-interactive
transformer by Qin et al. [24]), a SOTA model. The zero-shot per-
formance was benchmarked against other experiments with LLMs,
i.e., ChatGPT and Codex [21]. However, the SF metric is changed to
token-based macro-averaged F1-score as this was the metric used
by Pan et al. [21].

5 RESULTS AND FINDINGS
In this section, we present the performance evaluation results of
ChatGPT across various prompt settings and when compared with
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Table 1: ATIS Dataset Sample with Intent and Slot Annotation (IOB format)

Utterance i want to fly from baltimore to dallas round trip
Slot Label O O O O O B-fromloc.city_name O B-toloc.city_name B-round_trip I-round_trip
Intent Class atis_flight

Table 2: Prompt for Joint ID and SF

Section Prompt

Task Description You are a joint intent detection and slot filling model. You need to identify the intent and slot labels of a
given sentence. The sentence you need to annotate will be given in the next prompt after this.

Intent Class Constraints First, choose the intent of the sentence from the following intent list: [atis_abbreviation, atis_aircraft, . . . ]

Slot Label Constraints Next, annotate the sentence with slots from the following slot label list in IOB tagging: [B-aircraft_code,
B-airline_code, . . . ]

Regulations Strictly follow the regulations below:
1. Give only one intent for the sentence.
2. Give the slot label of every word in the sentence based on IOB tagging.
3. Intents must only come from the provided intent list.
4. Slot labels must only come from the provided slot label list.
5. You need to output the intent and slot labels in JSON format:
{ "intent": "<insert chosen intent>", "slots": [ {"word": "<insert word in the sentence>", "slot_label": "<insert
chosen slot label>"}] }
6. The number of slots should be equivalent to the number of words in the sentence.

other LLMs and SOTA models. We also share our findings on mis-
classified intents and slot labels from analyzing the output gener-
ated by ChatGPT.

5.1 Zero-shot v.s. Few-shot Performance
The performance of ChatGPT across the six (6) prompt settings
is presented in Table 3. It can be observed that ID accuracy and
span-based micro-averaged SF F1-score generally increase as the
number of examples provided to ChatGPT increases, with the 30-
prompt setting achieving an ID accuracy of 87.46% and SF F1-score
of 89.13%. This indicates that providing more context or examples
to ChatGPT can improve its ability to produce the desired output.

However, 1-shot prompting is an exception, obtaining the lowest
accuracy score for ID. Similar behavior was observed in the work
of Zhong et al. [33] where ChatGPT did not perform well under
1-shot prompting for other NLU tasks. This illustrates the risk of
providing only one example to ChatGPT as it may serve as noise
that could skew its performance.

It is worth noting that ChatGPT had the steepest increase in SF
F1-score under 1-shot prompting. This may be attributed to the
multiple slot-value pairs that were given to ChatGPT. In multiple
slot-value pairs, each word in an utterance has an associated slot
label which provided more context that may have aided ChatGPT in
performing the SF task, and thus, the increased performance. It can
also be observed that score improvements become gradual upon
reaching a certain point (i.e., 10-shot prompting). The SF F1-score
of the 20-shot prompting is slightly lower than that of the 10-shot
prompting. This may be attributed to the increased length of the
prompt, as reported in the study of He et al. [9].

5.2 Comparison with Other Models
The zero-shot performance of ChatGPT was compared with the
results reported by Pan et al. [21] using ID accuracy and token-
basedmacro-averaged SF F1-score as seen in Table 4. The evaluation
metric used for SF was changed to token-based macro-averaged
F1-score as this was the metric used by Pan et al. [21]. This means
that the slot F1-score was computed as the mean of the individual
F1-scores per token-level slot label, where slot label classes with
different prefixes are treated as distinct slot labels.

As can be seen in the table, ChatGPT’s performance using the
model version released in January 2024 is better compared to its
version released in 2023. However, it performed worse compared to
Codex, a 12B parameter GPT model fine-tuned on publicly available
code from GitHub [4]. Our work was compared to Codex for a more
direct comparison with the results reported by Pan et al. who also
evaluated Codex [21].

Table 3: ChatGPT’s Performance in Joint ID and SF

Prompt Setting ID Accuracy (%) SF F1-Score (%)

0-shot 76.15 80.07
1-shot 69.09 83.17
5-shot 71.44 85.68
10-shot 83.20 87.20
20-shot 86.45 86.99
30-shot 87.46 89.13
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Table 4: Zero-shot Performance Comparison of ChatGPT
with Other LLMs

Model ID Accuracy (%) SF F1-score (%)

Codex 89.92 57.29
ChatGPT 2023 75.22 15.71
This work (ChatGPT 2024) 76.15 47.32

It is interesting to note that the token-based macro-averaged
F1-score is much lower compared to the span-based micro-averaged
F1-score previously reported in Table 3 for SF. A micro-averaged
F1-score takes label imbalance into account by computing the re-
sult based on the proportion of every class. On the other hand, a
macro-averaged F1-score does not consider label imbalance as it
simply gets the mean of the F1-score of each class. The slot labels
of the ATIS dataset are highly imbalanced, which may have intro-
duced bias to the results. Another factor that contributed to the
higher micro-averaged F1-score is with the use of spans. Many of
ChatGPT’s mislabels belong to the same span or class, which means
that a portion of the errors were semantically related. For example,
the ground truth slot label "B-depart_time.period_of_day" was
frequently mislabeled as "I-depart_time.period_of_day" which
belongs to the same class (see Table 7).

The highest scores obtained by ChatGPT under the 30-shot
prompting were compared to results of the co-interactive trans-
former developed by Qin et al. [24]. As seen in the results in Table 5,
it is evident that the SOTA model outperforms ChatGPT. However,
it is worth noting that the SOTA model was trained on 4,978 utter-
ances, whereas ChatGPT was only shown 30 sample annotations.
Based on the results of varying the prompt settings in Table 3, there
is a possibility that ChatGPT may achieve the same performance as
the SOTA model using less training data. However, this is yet to be
proven empirically as there are other factors affecting ChatGPT’s
performance such as input length.

5.3 Misclassified Intents
The top 5 misclassified intents with their corresponding top 5 fre-
quently predicted values are listed in Table 6. It can be observed that
the ground truth and predicted values are semantically related. The
ground truth intent classes are usually mispredicted with combined
intents that start with the same intent class (e.g., “atis_flight”
is mispredicted as either “atis_flight#atis_flight_time” or
“atis_flight#atis_airfare”). These combined intents were cre-
ated so that utterances in ATIS will only be labeled with a single

Table 5: ChatGPT’s 30-shot Performance Comparison with a
SOTA Model

Model ID Accuracy (%) SF F1-score (%)

SOTA Model (Co-
interactive Transformer)

98.00 96.10

This work (ChatGPT 2024
with 30-shot Prompting)

87.46 89.13

Table 6: Top 5 Misclassified Ground Truth Intents and their
Frequently Predicted Values

Ground Truth Intent Frequently Predicted Intents

1. atis_flight atis_flight#atis_flight_time,
atis_flight#atis_airfare,
atis_flight_time, atis_cheapest,
atis_airline#atis_flight_no

2. atis_abbreviation atis_fare_basis_code,
atis_airfare, atis_restriction,
atis_airport, atis_meal

3. atis_airfare atis_airfare#atis_flight,
atis_cheapest, atis_flight,
atis_flight#atis_flight_time

4. atis_airline atis_airline#atis_flight_no,
atis_airline#atis_flight,
atis_airline#atis_flight#atis_flight_no,
atis_airline#atis_flight_time

5. atis_flight#atis_airfare atis_airfare#atis_flight_time,
atis_airfare, atis_flight,
atis_airfare#atis_flight,
atis_flight#atis_flight_time

intent despite encompassing overlapping intents. There is inherent
ambiguity in the intent annotations, which diminishes the perfor-
mance of ChatGPT in ID. Relationships can still be gleaned from
the other mispredictions that are not straightforward. For exam-
ple, the "atis_abbreviation" intent class is usually mispredicted
with the “atis_fare_basis_code” intent class, which is similar to
abbreviations, or to the types of abbreviations in the queries (e.g.,
fare code, restriction code, airport code, meal code). These show that
ChatGPT’s misclassifications are logical and not random.

5.4 Mislabeled Slots
The top 5 mislabeled slots with their corresponding top 5 frequently
predicted values are listed in Table 7. Upon inspection, it is ap-
parent that a lot of the mislabeled slots are predicted with slot
labels that are more specific but still related (e.g., B-city_name is la-
beled as “B-toloc.city_name” or “B-fromloc.city_name”). The
“O” label was the most mislabeled slot, partly because it has the
highest frequency compared to the other slot labels. ChatGPT ap-
pears to have a tendency to consider a word as a slot despite not
corresponding to any of the predefined slot labels. The mislabels
of "B-depart_time.period_of_day” are not straightforward, but
still logical. It is usually mispredicted with slot labels that are also
pertaining to time, such as "I-depart_time.period_of_day," and
"B-depart_time.time". These illustrate that ChatGPT’s errors in
SF are sensible and not entirely stochastic.

5.5 Unexpected Behaviors of ChatGPT
Throughout the conduct of the experiments, ChatGPT exhibited
unexpected behaviors deviant to the specified instructions in the
prompt. These unexpected behaviors can be classified into three:
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Table 7: Top 5 Mislabeled Ground Truth Slots and their Fre-
quently Predicted Values

Ground Truth Slot Frequently Predicted Slots

1. O B-flight, B-transport_type,
B-toloc.city_name,
I-transport_type,
B-aircraft_code

2. B-city_name B-toloc.city_name,
B-fromloc.city_name,
I-toloc.city_name, O,
B-stoploc.city_name

3. I-airport_name I-fromloc.airport_name,
I-toloc.airport_name,
I-fromloc.city_name,
B-fromloc.airport_name,
I-stoploc.airport_name

4. I-city_name I-toloc.city_name,
I-fromloc.city_name, O,
I-fromloc.airport_name,
I-stoploc.city_name

5. B-depart_time.period_of_day I-depart_time.period_of_day,
B-depart_time.time,
B-depart_time.period_mod,
B-flight_time,
B-arrive_time.period_of_day

(1) unknown intent classes and slot labels, (2) incorrect number of
slots, and (3) annotating incorrect utterances.

5.5.1 Unknown Intent Classes and Slot Labels. ChatGPT outputted
several unknown intent classes and slot labels despite being in-
structed to only select from the predefined lists specified in the
prompt. Table 8 lists the top 5 most frequent unknown intent
classes and their corresponding ground truth value/s. It can be
seen that the unknown intent classes are mostly more specific
versions of the general “atis_flight” intent class. ChatGPT also
invented a more specific “atis_abbreviation” intent class, that
is, “atis_fare_basis_code”, which is a frequently asked type of
abbreviation.

Table 9 shows the top 5 most frequent unknown slot labels
and their corresponding ground truth value/s. It can be observed
that ChatGPT can infer new slot labels from the words found in
an utterance as it invents slot labels for those that should have
been tagged as “O” or null. ChatGPT also experiences difficulty in
identifying the correct prefix of slot labels and has a tendency to
label words with the “I-” prefix instead of “B-” despite it being the
first word identified for that slot’s span of text.

5.5.2 Incorrect Number of Slot Labels. We found many instances
where ChatGPT outputs an incorrect number of slot labels. We
clustered them into four (4) different scenarios as shown in Table 10
and provided an example. To address these scenarios, we included
a 6th regulation to our original prompt by explicitly stating that the
number of slot labels outputted must be equal to the number of words

Table 8: Unknown Intent Classes and Their Corresponding
Ground Truth Values

Unknown Intent Ground Truth Intent

1. atis_flight#atis_flight_time atis_flight,
atis_flight#atis_airfare,
atis_flight_no, atis_airfare

2. atis_airfare#atis_flight atis_flight,
atis_flight_no#atis_airline,
atis_flight_no, atis_city,
atis_flight#atis_airline

3. atis_flight#atis_airline atis_flight, atis_city

4. atis_airline#atis_flight atis_flight, atis_city,
atis_airline

5. atis_fare_basis_code atis_abbreviation

Table 9: Unknown Slot Labels and their Corresponding
Ground Truth Value/s

Unknown Slot Ground Truth Slot

1. B-flight O, B-flight, I-round_trip

2. I-aircraft_code B-aircraft_code, O

3. I-depart_date.day_name O, B-depart_date.day_name,
B-day_name

4. B-capacity O

5. I-toloc.state_code B-toloc.state_code,
B-state_code

in the given sentence. When this did not fully resolve the problem,
the explicit instruction, “Do not leave out any word until the end of
the prompt” is sometimes added to the prompt. Some occurrences of
concatenations were separated resulting in inconsistent output. For
this, the prompt was modified to include a 7th regulation, stating
that "contractions must not be separated".

5.5.3 Annotating Incorrect Utterances. In the 20-shot and 30-shot
prompting, ChatGPT exhibited several instances where it annotated
a different utterance from what was provided by the user. These
utterances were mostly previous utterances that were annotated by
it already. This indicates that longer prompts could trigger unex-
pected behaviors in ChatGPT. This issue was resolved by rerunning
the prompt.

6 DISCUSSION
LLMs have shown competitive performance in a variety of tasks
across different domains using zero-shot or few-shot prompting
against SOTA models [23]. Different prompting strategies can also
enhance the responses of LLMs such as chain-of-thought, self-
question, clue and reasoning prompting, and persona specifica-
tion [12, 18]. We found three main factors that may affect Chat-
GPT’s performance in the joint ID and SF task.



Evaluating ChatGPT for Joint Intent Detection and Slot Filling: Zero-Shot vs. Few-Shot Prompting PCSC2024, May 2024, Laguna, Philippines

Table 10: Scenarios Causing Incorrect Number of Outputted Slot Labels and their Examples

Scenario Utterance Wrong Annotation Example

A newword is
annotated

saturday flight on american
airlines from milwaukee to
phoenix

{’intent’: ’atis_flight’, ’slots’: [{’word’: ’saturday’, ’slot_label’:
’B-depart_date.day_name’}, {’word’: ’flight’, ’slot_label’: ’O’},
{’word’: ’on’, ’slot_label’: ’O’}, {’word’: ’american’, ’slot_label’:
’B-airline_name’}, {’word’: ’airlines’, ’slot_label’: ’I-airline_name’},
{’word’: ’from’, ’slot_label’: ’O’}, {’word’: ’milwaukee’, ’slot_label’: ’B-
fromloc.city_name’}, {’word’: ’to’, ’slot_label’: ’O’}, {’word’: ’phoenix’,
’slot_label’: ’B-toloc.city_name’}, {’word’: ’to’, ’slot_label’: ’O’}]}

A word is
repeatedly
annotated

what types of ground trans-
portation are available in
denver

{’intent’: ’atis_ground_service’, ’slots’: [{’word’: ’what’, ’slot_label’:
’O’}, {’word’: ’types’, ’slot_label’: ’O’}, {’word’: ’of’, ’slot_label’: ’O’},
{’word’: ’ground’, ’slot_label’: ’O’}, {’word’: ’ground’, ’slot_label’:
’B-transport_type’}, {’word’: ’transportation’, ’slot_label’: ’I-
transport_type’}, {’word’: ’are’, ’slot_label’: ’O’}, {’word’: ’available’,
’slot_label’: ’O’}, {’word’: ’in’, ’slot_label’: ’O’}, {’word’: ’denver’,
’slot_label’: ’B-city_name’}]}

A word is not
annotated

what does ua mean {’intent’: ’atis_abbreviation’, ’slots’: [{’word’: ’what’, ’slot_label’:
’O’}, {’word’: ’does’, ’slot_label’: ’O’}, {’word’: ’ua’, ’slot_label’: ’B-
abbreviation’}]}

Contractions
are separated

list the distance in miles
from new york’s la guardia
airport to downtown new
york city

{’intent’: ’atis_distance’, ’slots’: [{’word’: ’list’, ’slot_label’: ’O’}, {’word’:
’the’, ’slot_label’: ’O’}, {’word’: ’distance’, ’slot_label’: ’O’}, {’word’:
’in’, ’slot_label’: ’O’}, {’word’: ’miles’, ’slot_label’: ’O’}, {’word’: ’from’,
’slot_label’: ’O’}, {’word’: ’new’, ’slot_label’: ’B-fromloc.city_name’},
{’word’: ’york’, ’slot_label’: ’I-fromloc.city_name’}, {’word’: "’s",
’slot_label’: ’O’}, {’word’: ’la’, ’slot_label’: ’B-fromloc.airport_name’},
{’word’: ’guardia’, ’slot_label’: ’I-fromloc.airport_name’}, {’word’: ’air-
port’, ’slot_label’: ’I-fromloc.airport_name’}, {’word’: ’to’, ’slot_label’:
’O’}, {’word’: ’downtown’, ’slot_label’: ’B-toloc.city_name’}, {’word’:
’new’, ’slot_label’: ’I-toloc.city_name’}, {’word’: ’york’, ’slot_label’: ’I-
toloc.city_name’}, {’word’: ’city’, ’slot_label’: ’I-toloc.city_name’}]}

Contextual information. The number of examples provided
to ChatGPT influences its performance in the joint task. The results
showed that providing ChatGPT with more examples generally
improves its performance for both ID and SF. However, the im-
provement becomes gradual upon reaching a certain point. It is
also worth mentioning that the 1-shot performance is worse com-
pared to zero-shot for ID, which shows ChatGPT’s sensitivity to
noise.

Metrics for evaluation. Metric selection is another crucial
factor to obtain an accurate evaluation of ChatGPT’s performance,
as evidenced by the big gap between the span-basedmicro-averaged
slot F1 score and the token-based macro-averaged slot F1 score in
this study. The former metric accounts for data imbalance and
semantically related slot labels (i.e., belonging to the same class),
and is the standard used in literature [31].

Unexpected behaviors. Lastly, ChatGPT tends to exhibit un-
expected behaviors that deviate from the specified instructions.
These unexpected behaviors include generating unknown outputs,
outputting incorrect number of slot labels, and annotating previous
prompts instead of the current one. These unexpected behaviors
were observed more frequently with longer prompts, which shows

that prompt length has an impact on ChatGPT’s performance. Chat-
GPT also demonstrated unexpected behaviors in other tasks such
as emotion classification [13] and code generation [1].

7 CONCLUSION
In this study, we compared ChatGPT’s performance on the joint ID
and SF task under zero-shot and different few-shot (i.e., 1-shot, 5-
shot, 10-shot, 20-shot, and 30-shot) prompt settings. Results showed
that giving more examples to ChatGPT generally improves its per-
formance, but becomes gradual upon reaching a certain threshold.
Future work could investigate the number of examples at which
ChatGPT’s performance begins to decline on the joint ID and SF
task. This would also reveal whether ChatGPT can be at par, or
even surpass the performance of SOTA models by providing more
examples to it. This raises the need for a mechanism to handle long
prompts, such as compression, due to the token limits of LLMs. This
may also mitigate ChatGPT’s performance issues associated with
long prompts.
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